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a  b  s  t  r  a  c  t

Simulation  theories  for the perceptual  processing  of  emotional  faces  assert  that  observers  recruit  the
neural circuitry  involved  in  creating  their  own  emotional  facial expressions  in order  to  recognize  the
emotions  and  infer  the feelings  of  others.  The  EEG  mu  rhythm  is a sensorimotor  oscillation  hypothesized
to  index  simulation  of  some  actions  during  perceptual  processing  of  these  actions.  The  purpose  of this
research  was  to  extend  the  study  of mu  rhythm  simulation  responses  during  perceptual  tasks  to  the
domain  of  emotional  face  perception.  Subjects  viewed  happy  and  disgusted  face  photos  with  empathy
and non-empathy  task  instructions  while  EEG  responses  were  measured.  EEG  components  were  isolated
and analyzed  using  a  blind  source  separation  (BSS)  method.  Mu  components  were  found  to  respond
to  the perception  of  happy  and  disgusted  faces  during  both  empathy  and  non-empathy  tasks  with  an
OBI
EGLAB
irror neuron

event-related  desynchronization  (ERD),  activation  that  is  consistent  with  face  simulation.  Significant
differences  were  found  between  responses  to happy  and  to  disgusted  faces  across  the right  hemisphere
mu  components  beginning  about  500  ms  after  stimulus  presentation.  These  findings  support  a simulation
account  of  perceptual  face  processing  based  on  a sensorimotor  mirroring  mechanism,  and  are  the  first
report  of  distinct  EEG  mu  responses  to  observation  of  positively  and  negatively  valenced  emotional  faces.
. Introduction

Social interaction relies heavily on nonverbal communication,
specially through facial expressions. We  make critical inferences
bout the feelings, motivations, and intentions of others based on
bserving facial emotion. Simulation theories for the processing
f emotional faces assert that observers activate the sensorimo-
or representations involved in creating their own  emotional facial
xpressions, in order to recognize the emotions and infer the feel-
ngs of others [1,2].

Several different forms of facial expression simulation have been
dentified. One of these is facial mimicry, activation of the facial

uscles used to produce a given emotion expression in response
o seeing the expression on another face [3,4]. Mimicry has been
hown to influence how we feel, for example, to increase liking
etween interaction partners, and thus to facilitate successful social

nteractions [5].  A second type of facial simulation is facial mirror-
ng, activation of neural substrates for expression production that
s not for the sake of mimicry but rather for producing an “offline”

imulation of what is observed [6,7]. Facial mirroring, which refers
rimarily to the mirroring of the action of generating an emotional
acial expression, is believed to be important for making inferences

∗ Corresponding author. Tel.: +1 858 373 8705; fax: +1 858 534 1128.
E-mail addresses: armoore@ucsd.edu, adriennermoore@yahoo.com (A. Moore).
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about how others are feeling [2].  This involves shared premotor rep-
resentations utilized both for the action of generating or imitating
an emotional facial expression oneself and for the perceptual pro-
cessing of another’s face [6,7]. Mimicry and mirroring systems are
believed to be distinct, because while viewing the actions of oth-
ers one’s own primary motor cortex (M1) is not usually active [8],
and functional magnetic resonance imaging (fMRI) studies of facial
mirroring responses have shown premotor but not primary motor
cortex activity [6,7]. Some researchers assert that having two  dis-
tinct systems for mirroring and mimicry may help us distinguish
our own  actions and sensations from those of others whom we
simulate [9].

Another aspect of mirroring in response to faces is the simu-
lation of the emotional feeling conveyed by the face, in addition
to the simulation of the facial configuration. Emotion mirroring
involves recruiting the cortical activation involved in one’s own
experiences of an emotion or bodily sensation during the percep-
tual processing of the same feelings expressed in others [9],  and
co-occurs with facial mirroring [6].  There is evidence for neural mir-
roring of an observed feeling state in response to facial expressions
across a number of specific feeling states. These include shared
neural substrates for feeling and for observing disgust [10], and

for feeling and observing pain [11]. Together these simulation pro-
cesses provide a plausible foundation for the human capacity for
inferring and responding to the feelings and experiences of others
[12].

dx.doi.org/10.1016/j.bbr.2011.07.048
http://www.sciencedirect.com/science/journal/01664328
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Simulation of observed actions can be investigated by mea-
uring the electroencephalogram (EEG) mu  rhythm during action
bservation [13]. The mu  rhythm is a cortical oscillation generated
y somatotopically organized sensorimotor cortex near the central
ulcus, with distinct oscillations occurring for processing related to
ifferent body parts [14]. The neural generators of the mu  signal
re said to “idle” synchronously when off task, which is typically
easured as high 8–13 and 15–25 Hz EEG power at central elec-

rode sites, at rest with eyes open [15]. The mu  rhythm is activated,
r desynchronized, resulting in suppression of mu  spectral power,
y movement and movement preparation [16]. The mu  rhythm is
imilarly desynchronized and suppressed by the observation or the
magination of movements of body parts (hands and feet have been
rimarily studied), linking the mu  rhythm to both action and action
imulation [13].

Simulation theories of person perception and social cognition
ere fostered by the study of mirror neurons in monkeys and then

f the human mirror neuron system. Individual macaque neurons
n premotor region F5 fire to both object-directed hand actions, to
ngestive and communicative mouth and lip actions, and to their
bservation [17]. The human inferior frontal gyrus (IFG), which is
elieved to be the homolog to macaque F5, has been shown to
e similarly activated by perception of actions [18]. This activa-
ion appears to facilitate action understanding, inferring goals and
ntentions when observing people’s behavior. For example, pre-

otor mirror neuron regions, active during both execution and
bservation of an action, are more strongly activated by perception
f grasping hands within a meaningful context (drinking or clean-
ng up) when compared to perception of grasping hands without a
ontextual scene or to perceiving the context alone [19].

A number of studies infer from functional similarities between
he mu  rhythm and the human mirror neuron system (MNS) that
hanges in EEG mu  (at least the 8–13 Hz component, where this
esearch has focused) reflect “downstream” modulation of sen-
orimotor cortex neurons by premotor cortex mirror neurons,
otentially located in BA 44 [13,20]. Consistent with this, using
epetitive transcranial magnetic stimulation (rTMS) to disrupt
ctivity in the left inferior frontal gyrus affects the modulation of
u rhythms over sensorimotor cortex [21]. A canonical mirror neu-

on triggering stimulus, the observation of an object-directed hand
rasping motion, has been shown to decrease mu  power relative to
imple hand extension and to objectless grasping gestures [22,23].
his shows that the mu rhythm shares the mirror neuron system’s
referential activation for goal-directed actions [17]. Further link-

ng mu  rhythm simulation to the mirror neuron system, it has been
hown that observation of point-light biological motion of full-body
estures (e.g. jumping jacks) both activates premotor MNS  areas
ccording to fMRI research [24], and causes EEG mu  power sup-
ression [25]. Linking mu  power to critical social processes, stimuli
arying in degree of sociality (movies of social ball tossing games)
ave been asserted to suppress the mu rhythm accordingly [26].
inally, mu  suppression has also been correlated with accuracy
n social-perceptual tasks, which involve inferring mental states
rom bodily expressions, but not on social-cognitive tasks, which
re linked to language and theory building.

Regarding mu  and simulation of faces in particular, very little
esearch has been done. Mental imagery of orofacial movements
tongue movement and lip movement) has been shown to affect the
EG mu  rhythm in a manner suggesting simulation in the form of
ecruitment of motor cortical areas for movement that is imaginary,
ot actual [27,28]. But mu  power changes in response to emotional

ace observation have not been previously characterized.

This current study predicted that because viewing emotional

aces involves simulation of the emotional facial expression, it
lso elicits a mu  rhythm desynchronization. To test this, we com-
ared mu  responses to positively and negatively valenced faces,
esearch 226 (2012) 309– 316

specifically, to happy and disgusted faces. Because simulation
mechanisms are known to differ for different emotion expres-
sions [9,29],  we  predicted that the mu  desynchronization responses
to happy and to disgusted faces would be distinct. Because evi-
dence shows that the right hemisphere is preferentially involved
in perceptual processing of emotion and emotional faces, we pre-
dicted these differences may  be right lateralized [30,31]. Finally,
we also compared the influence of task conditions that do and do
not instruct subjects to attempt to empathize with the perceived
emotions. This allowed us to investigate whether the mu  face simu-
lation is automatic, or whether deliberate attention to the emotion
expressed and an attempt to put oneself “into the shoes” of the
observed person influence the mu  response.

2. Materials and methods

2.1. Subjects

Thirty undergraduate students were recruited through UCSD courses and com-
pensated for participation with course extra credit. Subjects’ vision was normal or
corrected to normal. Exclusion criteria included history of neurological disease and
current use of psychotropic medications or stimulants other than caffeine. Subjects
were also excluded if they scored above 17 (borderline clinical depression) on the
beck depression inventory, or if lack of fluency in English interfered with compre-
hending the instructions. Five subjects were not included in the final study, due to
data recording problems. Of the remaining twenty-five subjects, twenty-two (11
females and 11 males) yielded clear mu components as defined in Section 2.4.3.
The human study protocol was approved by the Institutional Review Board at UCSD
and  therefore has been performed in accordance with the ethical standards of the
1964 Declaration of Helsinki. All subjects gave their informed consent prior to the
beginning of the experiment.

2.2. Stimuli and experimental design

Subjects viewed six blocks of 40 photos: four blocks of face photos (happy and
disgusted, with and without the explicit instruction to empathize), one block of
photos of buildings, and one block of static visual noise images. The order in which
subjects completed the conditions was pseudo-randomized with all orders approxi-
mately equally represented in the final set of subjects, such that the 22 final subjects
represented 18 different orders. Finally, at the end of the experiment subjects com-
pleted the balanced emotional empathy scale (BEES), a self-report tool for indexing
individual differences in dispositional emotional empathy [32].

Face images were greyscaled photos from a validated facial affect stimulus set
(the MacArthur Foundation Research Network EEBD NimStim set), which was cre-
ated by actors coached by a FACS (facial affect coding system) expert [33]. Each
block of faces contained 40 unique photos of one emotion (happy or disgusted).
The photos depicted both genders and three ethnicities (European–American,
African–American, and Asian–American) in random order. Face photos from par-
ticular actors and actresses were counterbalanced to appear paired with empathy
and  non-empathy task instructions with equal frequency.

In the empathy conditions, subjects were instructed to try to experience the
emotions felt and expressed by the photographed people, and then to rate how suc-
cessful they believe they were at empathizing with each on a 1–5 Likert scale. To
ascertain whether subjects experienced a change in emotion congruent with the
observed faces during the empathy tasks, subjects reported their mood after each
block of 40 empathy trials using the PANAS-X (positive and negative affect scale-
expanded). The PANAS-X is a well-validated, self-report measure of transient change
in  mood, consisting of adjectives and short phrases describing potential feelings
and emotions in response to which subjects reported to what extent these terms
described how they felt at that moment [34]. In the non-empathy conditions, sub-
jects were asked to rate how attractive they found each face on a 1–5 Likert scale,
a  task, which did not require directly attending to the expressed emotion. In the
buildings condition, subjects were asked to rate how well they liked each building
on  a 1–5 Likert scale. The constraints on order randomization were that two con-
ditions of the same task (empathy or non-empathy) were always adjacent to one
another, and the final block of photos viewed was  never an empathy condition, to
avoid administering the final PANAS-X self-report at the end the experiment when
mood is perturbed.

2.3. EEG data acquisition

Comfortably seated in a soundproof and electrically shielded recording booth,

subjects were told to fixate gaze at the center of the monitor as much as possible,
to minimize movement of facial muscles, to blink only when rating with a button
press, and to wait until prompted by a question appearing on the monitor to respond
with  the button press (see Fig. 1). Care was taken to instruct subjects not to move
more than necessary, stressing the potential for motion artifact.
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Fig. 1. Timing of individual trials

Continuous EEG was recorded using a NeuroScan system (NeuroScan, Inc., Hern-
on, VA) from 13 electrodes placed according to the International 10–20 System
O1, O2, T5, T6, P3, PZ, P4, C3, CZ, C4, F3, FZ, and F4) referenced to electroni-
ally linked mastoid electrodes. Additionally, bipolar electrooculogram (EOG) was
ecorded from four electrodes to monitor blinks and eye movements (positioned
ertically at the supraorbital ridge and lower outer canthus of the left eye, and hor-
zontally at the middle outer canthi of left and right eyes). Impedances were set
elow 10 k� (usually below 5 k�) for HEOG and VEOG, and below 5 k� for mas-
oids and cap electrodes. Data were sampled at 500 Hz and filtered to the .05–30 Hz
and  by the NeuroScan acquisition software.
.4. EEG data analysis

The EEGLAB Matlab Toolbox [35] was used as the platform for data
nalysis, with some integrated customized routines, including eSOBI,

ig. 2. Left mu  cluster: (A) Mean and individual topographic scalp maps, (B) Cluster mean
ach  condition.
uli were presented for 2000 ms.

the second-order blind identification (SOBI) algorithm for epoched data
[http://sites.google.com/site/bioanalyze/]. We used blind-source separation
(BSS) to reduce noise and artifacts in the EEG data and to extract the mu rhythm
components.

2.4.1. Preprocessing
Data records from each subject were highpass filtered above 4 Hz, yielding

4–30  Hz bandpassed data. Data epochs time-locked to the presentation of a single
photo were extracted from 1500 ms  before stimulus presentation to 2000 ms  after

stimulus presentation. Mean baseline values were removed from each epoch. Trials
containing button presses incorrectly made during the epoched time period were
deleted (resulting in 191–200 total epochs per subject). Data epochs from the visual
noise condition were removed and the remaining epochs for each subject were con-
catenated. The reason visual noise was excluded was that it elicited strong, occipital

 DIPFIT dipole location, (C) Cluster mean power spectrum, 10 × log10 (�V2/Hz)), for

http://sites.google.com/site/bioanalyze/
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ig. 3. Right mu  cluster: (A) Mean and individual topographic scalp maps, (B) Clus
or  each condition.

–13 Hz alpha activity apparent in the raw EEG record, which can occasionally alter
he robustness of source separation of other, weaker cerebral sources.

.4.2. Component separation
SOBI, a well-validated BSS method, was used to separate the preprocessed EEG

ignals into independent components. BSS attempts to separate linearly mixed
ignals without information about the mixing process. The SOBI algorithm, intro-
uced by Belouchrani et al. [36], attempts to perform the joint approximate
iagonalization of a set of time-lagged covariance matrices obtained from the
ata.  SOBI has been found to be effective in removing EOG and EMG  artifacts,
oise, and also for separating EEG cerebral sources, including mu components
37–40].  SOBI is also computationally fast and can work well on short data
ecords.

The eSOBI algorithm is a modification of SOBI for processing epoched
ata.

The  eSOBI algorithm was  applied three times as follows. In the first step, eSOBI
as  used similarly to the procedures described by Ng and Raveendran [38] to extract

nd  remove components that contained a large portion of noise and artifacts, includ-
ng ocular artifacts. Next, “cleaned” EEG data were reconstructed from the remaining
on-artifactual components. In the second step, eSOBI was  applied to the cleaned
EG  data to identify trials in which subject motion distorted EEG components. After
ejecting those trials, cleaned EEG data were once again reconstructed and eSOBI
as  applied a third time. The mu rhythm components were identified from the

hird decomposition. Sequential application of eSOBI yielded data with improved
ignal to noise ratio, by unmixing and removing standard EEG artifacts from the
rain activity data. This overall approach was found to yield the most robust results
or our data.

.4.3. Identifying mu components
To identify mu rhythm components, we first used individual topographic scalp

aps (Figs. 2A and 3A) to identify all centrally located generators, with dipolar
tructure, and with the focus lateralized left or right of the midline. However, topo-

raphic projections depend on the orientation of the electric field, so sources from
ther parts of the cortex may  occasionally appear as emanating from the sensorimo-
or  region in a topographic map. One solution is to localize the cortical generators
f  selected components to verify their foci. Therefore, as our second validation
tep we  performed such localization using the equivalent dipole DIPFIT function
an DIPFIT dipole location, (C) Cluster mean power spectrum, 10 × log10 (�V2/Hz)),

and standard Boundary Element Model (MNI) head model, with the warp montage
function to co-register the electrode locations with the head model, followed by
coarse and fine fitting [35] (Figs. 2B and 3B). The localization identified one left
lateralized component, which was  located outside the central cortical region, and
it  was  excluded from further analysis. In the third validation step, spectral anal-
ysis  was performed on the remaining components. All of the components that
passed the second validation step had peak power in the alpha (8–13 Hz) range
(Figs. 2C and 3C), as is characteristic of mu.  This analysis identified 22 subjects
with at least one clear mu component. Of those 22, 11 had both left and right
hemisphere mu components. No subjects had more than one mu component per
hemisphere, indicating that the identified components captured the entire left or
right mu  rhythm responses extracted for each subject. The final mu clusters con-
tained 17 right lateralized and 16 left lateralized mu components (Figs. 2A and
3A).

2.4.4. Spectral and statistical analyses
Event related spectral perturbations (ERSPs), deviations in spectral power rel-

ative to a baseline, were calculated for each component in the left and right mu
clusters using built-in EEGLAB procedures [35] as follows. A time-frequency decom-
position was  computed for each individual condition using wavelets with Morlet
tapers, and the deviations in log spectral power in each time-frequency bin were
then computed, relative to the mean of the log spectral power of the 1500 ms  pre-
stimulus baseline. To compare responses for specific experimental conditions, the
common baseline was  calculated across those test conditions using EEGLAB, and the
component ERSP values were adjusted for the common baseline for each test.

To assess statistical differences, nonparametric resampling methods available in
EEGLAB were used [41]. A bootstrap resampling methods was  used to test whether
ERSP deviations in spectral power in the post-stimulus interval were significantly
larger relative to the pre-stimulus period for each subject and each separate con-
dition. The statistical differences across the four face conditions were analyzed for
the right and the left clusters by comparing ERSP values in each time-frequency

bin  for that cluster using repeated measures permutation comparison of the 2X2
(empathy/non-empathy X happy/disgusted) design. To address the increased prob-
ability of false discoveries in multiple hypotheses testing, all ERSP results were
corrected using Benjamini and Hochberg [42] false discovery rate correction with
an  alpha value of .05.
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Fig. 4. (A) Left mu cluster, event related spectral perturbations (8–13 Hz power

. Results and discussion

.1. Emotion and empathy self-report results

Mood measurement (the PANAS-X) was administered two  times
o each subject, following the two empathy tasks. The differences
first score minus second score) between mood change for subjects
ho would be predicted to have a mood score drop if empathizing

empathized with happy first, then with disgust) and subjects who
ould be predicted to have a mood score increase if empathiz-

ng (empathized with disgust first and then with happy) were
ompared. 90% of the subjects who empathized with happy faces
rst and then disgusted faces experienced a drop in mood, with a
ean drop of 8.6 points. 62.5% of the subjects who empathized
ith disgusted faces first and then happy faces experienced an

mprovement in mood, with a mean increase of 2.75 points. This
ifference was statistically significant (2 tailed, unequal variance
-test, t(15.7) = −3.59, p < .003, after confirming data does not differ
rom Gaussian, Kolmogorov-Smirnov z = 355, p = ∼1.0), confirm-
ng that the empathy task successfully modulated subject mood.
hough mood responses were not measured following the non-
mpathy conditions, it is possible that subjects also experienced an
mpathetic mood convergence during the non-empathy conditions
ue to observing emotional faces.
Individual differences in trait emotional empathy reported
hrough the BEES questionnaire were calculated as well, with the
rediction that the trait empathy measure may  be correlated with
ow much self-reported mood was perturbed in the empathy
(B) Right mu cluster, event related spectral perturbations (8–13 Hz power, dB).

conditions and/or with the magnitude of the mu  face response
ERSPs. However, no significant correlations were found between
individual differences in trait empathy and amount of mood change
due to observing emotional faces or magnitude of mu EEG response.

3.2. EEG component separation results

To cluster mu  components together we used mu  power spec-
tra, topographic maps, and equivalent dipole source localizations
as criteria for inclusion of a component in the mu  clusters. Mu com-
ponents were found in the left and/or the right hemispheres of most
subjects (22 of 25). In Figs. 2A and 3A it can be observed that the
centers of the topographic projections of components vary slightly
more for the left than the right cluster. The underlying cause may be
poorer performance for source separation of left mu  responses due
to weaker responses in the left than the right hemisphere during
emotional face perception [30].

3.3. EEG spectral and statistical results

Event-related perturbations in spectral power time-locked to
stimulus presentation for the left and right mu component clus-
ters were used to compare experimental conditions as described
in Section 2.4.4. ERSPs are referred to as event-related desynchro-

nizations (ERDs) if the direction of post-stimulus change in power
is decreasing, and as event-related synchronizations (ERSs) if the
direction of post-stimulus change in power is increasing. The ERD
corresponds with mu  power suppression, which has been reported
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Fig. 5. (A) Main effect of emotional facial expression, right hemisphere mu ERSP
power. Response to happy faces minus response to disgusted faces, right mu clus-
ter  power, in dB (8–13 Hz). Shows the mean ERSP power collapsed across the
empathy and non-empathy conditions ((EH-ED + NH-ND)/2). Redder regions indi-
cate ERSP power to happy > ERSP power to disgust, therefore, post-stimulus ERD to
disgust > ERD to happy. Bluer regions indicate that ERSP to happy < disgust, there-
fore,  ERD to happy > ERD to disgust. (B) Significant differences by emotional facial
expression, right hemisphere mu  ERSP. Shows the regions where ERSP differences
between happy and disgust are statistically significant. In red regions the ERD to
14 A. Moore et al. / Behavioural B

n response to movement and movement simulation, while the ERS
orresponds to mu  power enhancement. All significant mean ERSPs
rom all subjects and all face viewing conditions in both clusters
xcept for one mean response were ERDs, not ERSs, consistent with
he face simulation hypothesis.

.3.1. Buildings to faces ERSP comparison
To compare mu  ERSP responses to viewing emotional faces with

u ERSP responses to the control viewing buildings, for each sub-
ect we calculated the mean response for each condition across
0 trials. Observing faces elicited more statistically significant ERD
esponses than observing buildings in both the left and right mu
lusters, consistent with a face simulation mechanism indexed by
u suppression. In the left mu  cluster, buildings elicited a statis-

ically significant (p < .05) ERD response in 50% of subjects, while
aces elicited a significant ERD response in 81.3%. On the right,
uildings elicited a significant ERD response in 47.1% of subjects,
hile face elicited a significant ERD in 76.5%. We  confirmed that

he difference between percentage of subjects who responded to
aces and percentage of subjects who responded to buildings in
ach cluster was significant with a Wilcoxon signed ranks test
z = −2.236, p = .025, both clusters). While this confirmed signifi-
ant mu  suppression to viewing emotional faces relative to the
ontrol condition, further studies are needed to understand the
ature of the mu  response to observing buildings. Future research
hould determine whether the mu  response to buildings indicates

 baseline responsivity of sensorimotor EEG components to any
omplex visual stimuli observed for the sake of a rating task. Fol-
owing this confirmation that faces elicited significantly greater mu
uppression than the control buildings, we then compared in detail
ifferences between the responses to the four face observation con-
itions.

.3.2. Face conditions ERSP comparison
The mean ERSP values computed as described in Section 2.4.4

bove are displayed in Fig. 4. ERDs were observed beginning
pproximately 500 ms  after stimulus presentation in both the left
nd the right mu  clusters in the 8–13 Hz range in response to
bserving both happy and disgusted faces, with and without the
xplicit instruction to empathize with the faces. As ERD responses
ndicate activation of the mu  rhythm and are characteristic of real
nd imagined bodily movement, this suggests simulation of the
ction of producing a facial expression in response to observing
oth positively and negatively valenced faces.

Though faces elicited essentially the same number of significant
RDs from the left and right hemispheres (from 81% of subjects on
he left and from 77% of subjects on the right), there were significant
ifferences between the four face processing condition ERDs only
n the right. The results from non-parametric, permutation-based
tatistical comparison of the right hemisphere ERSP responses to
he four face processing conditions are shown in Fig. 5. B. A main
ffect of facial emotion observed (happy vs. disgusted) was found
n the right mu clusters (p < .05). This lateralization of effects is
onsistent with many reports of different roles for the left and
ight hemispheres in processing emotional faces, and with many
eports of right hemisphere dominance for face processing and
motion processing [1,30,31]. The time course of the post-stimulus
esponse main effect of facial emotion observed involves a sig-
ificantly greater ERD to disgusted faces than to happy faces at
round 500 ms  post-stimulus presentation, followed by a larger,
ignificantly greater ERD to happy faces than to disgusted faces at

round 600 ms,  1000 ms  and 1500 ms  (see Fig. 5A and B). The time
ourse of these differences indicates more rapid face simulation for
egatively valenced, disgust faces, but an overall more extensive
imulation response for positively valenced, happy faces.
disgusted faces is significantly greater than the ERD to happy. In blue regions the
ERD to happy faces is significantly greater than the ERD to disgusted faces. p < .05
after FDR correction at all red and blue data points.

At around −800 ms  pre-stimulus, the right hemisphere power
briefly differs significantly between happy and disgusted face con-
ditions, with higher power in the happy face conditions (p < .05).
Because the stimuli were presented in blocks to facilitate mood con-
vergence in one direction across blocked trials, subjects were able
to anticipate the upcoming facial expression. These pre-stimulus
differences by face type are attributed to anticipatory simulation of
facial expressions, as mental imagery is another class of simulation
known to be reflected in mu  power changes [27,28].

After FDR correction for multiple comparisons across time
and frequency bins, no significant differences were found in the
mu component responses when comparing empathy and non-
empathy conditions (p > .05). Absence of differences between the
mu responses in empathy and non-empathy conditions in this
study may  indicate that the mu ERD reflects an automatic simu-
lation process which is not influenced by the deliberate attempt to
empathize. Alternately, it is possible that this analysis was  not sen-
sitive enough to detect significant differences by task, in part due to
the correction for multiple comparisons across a large number of
time and frequency bins (1400), which increases the probability
of false negatives. Future research could address these alterna-
tives.

3.4. Mirroring and mimicry

Viewing emotional faces has been shown to elicit a facial

mimicry response measured by EMG  recording from electrodes
placed above the facial muscles responsible for generating a
particular expression [3] [43]. This mimicry occurs both within
500–1000 ms  [44], and also at slower time scales [45,46]. Facial
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imicry responses could contribute to the mu  suppression effects
eported here.

However, evidence also exists indicating that mu  power changes
hile observing face stimuli do not necessarily reflect this covert
uscle movement. An MEG  study of observation of faces producing

peech and non-speech lip forms while EMG  was collected reported
ctivity in BA 44 and in sensorimotor areas, indicating simulation,
ut found no significant facial EMG  activity [47]. This is consis-
ent with other studies of mu simulation responses and EMG. For
xample, in a study wherein subjects imagined hand movements
n order to move a cursor by means of a brain–computer interface,
and EMG activity was reported to be very low. Further, the cor-
elation between cursor target position and EMG  was reported to
e much lower than that between target position and mu  EEG [48].
his supports the idea that mu  reflects a simulation process that is
istinct from motor processes that produce mimicry’s movement.
uture research on mu  suppression in response to emotional face
erception should attempt to distinguish between mu  ERD effects
ue to facial mimicry and mu  ERD effects due only to neural mirror-

ng. Simultaneous measurement of facial EMG  and EEG responses
hile subjects observe emotional faces may  accomplish this.

. Conclusion

This study extends EEG mu  mirroring research to the domain
f emotional face perception by identifying the mu  responses to
iewing happy and disgusted facial expressions. Mu  component
vent-related desynchronization responses occurred to observa-
ion of both disgusted and happy faces with and without the
eliberate attempt to empathize with the emotion viewed. This
vent-related decrease in mu  component power is believed to
ndicate simulation of the action of producing an observed facial
xpression, consistent with previous accounts of mu  power sup-
ression responses to both action execution and action perception

n other domains [23,25].  In the right hemisphere, the mu  compo-
ent responses to observation of these positively and negatively
alenced emotional faces were distinct. Specifically, at around
00 ms  disgusted faces elicited a more robust ERD, with a stronger
RD to happy faces subsequently. The findings reported here
upport a simulation theory of face processing based on a sen-
orimotor mirroring mechanism, wherein first-person action exe-
ution and third-person action perception share common neural
ubstrates.
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